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Abstract—Recent improvements in the accessibility of high-throughput genotyping have brought a great deal of attention to disease association and susceptibility studies. This paper explores possibility of applying discrete optimization methods to predict the genotype susceptibility for complex disease. The proposed combinatorial methods have been applied to publicly available genotype data on Crohn’s disease and autoimmune disorders for predicting susceptibility to these diseases. The result of predicted status can be also viewed as an integrated risk factor. The quality of susceptibility prediction algorithm has been assessed using leave-one-out and leave-many-out tests and shown to be statistically significant based on randomization tests. The best prediction rate achieved by the prediction algorithms is 69.5% for Crohn’s disease and 63.9% for autoimmune disorder. The risk rate of the corresponding integrated risk factor is 2.23 for Crohn’s disease and 1.73 for autoimmune disorder.
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I. INTRODUCTION

RECENT improvement in accessibility of high-throughput genotyping brought a great deal of attention to disease association and susceptibility studies[20]. High density maps of single nucleotide polymorphism (SNPs)[11] as well as massive genotype data with large number of individuals and number of SNPs become publicly available[8], [9], [12]. A catalogue of all human SNPs is hoped to allow genome-wide search of SNPs associated with genetic diseases.

Success stories when dealing with diseases caused by a single SNP or gene were reported. But some complex diseases, such as psychiatric disorders, are characterized by a non mendelian, multifactorial genetic contribution with a number of susceptible genes interacting with each other[16], [2]. In general, a single SNP or gene may be impossible to associate because a disease may be caused by completely different modifications of alternative pathways. Furthermore, there are no reliable tools applicable to large genome ranges that could rule out or confirm association with a disease. It is even difficult to decide if a particular disease is genetic, e.g., the nature of Crohn’s disease has been disputed [1]. Although answers to above questions may not explicitly help to find specific disease-associated SNPs, they may be critical for disease prevention. Indeed, knowing that an individual is (or is not) susceptible to (or belong to a risk group for) a certain disease will allow greatly reduce the cost of screening and preventive measures or even help to completely avoid disease development, e.g., by changing a diet.

Disease association analysis is usually searching for a SNP which can be a statistically significant risk factor. In epidemiology, the importance of the integrated risk factor is commonly measured by risk rates. The risk rate is the ratio of disease incidence proportion in the population exposed to the risk factor to that in the non-exposed population. Unfortunately, the traditional direct statistical association so far is unsatisfactory and arguably is not applicable to complex diseases [6]. Even if an individual SNP has a significant relative risk rate it may give only negligible absolute increase of probability, e.g., from 10 in a million to 20 in a million. Note that the cumulative power of several SNPs is difficult to assess because of SNP linkage. So it would be desirable to have a tool that would integrate different genetic risk factors resulted in high disease prediction rate and high risk rate.

This study is devoted to the problem of assessing accumulated information targeting to predict genotype susceptibility to complex diseases with significantly high accuracy and statistical power. In this paper, we first give several discrete optimization based algorithms for prediction disease susceptibility. We then compare leave-one- and leave-many-out tests demonstrating that prediction accuracy of suggested methods is sufficiently resilient to discarding case/ control data implying that leave-one-out test is a trustworthy accuracy measure. The randomization techniques have been used for computing the statistical significance level of proposed methods and resulted prediction weights. We show that prediction rate and statistical significance are well correlated.

The proposed methods are applied to two publicly available data: Crohn’s disease [8] and autoimmune disorder [18]. In the leave-one-out cross-validation tests the proposed linear programming (LP) based method achieves prediction rate of 69.5%(p-value below 2%) and 61.3%(p-value below 62%) and the risk rates of 2.23 and 0.98, respectively. We also show that SVM methods used in [14], [19] are not much worse than our proposed LP-based method.

The next section formally defines the problem and describes several universal and adhoc methods for predicting genotype susceptibility to complex diseases. Section III describes real case/control data sets, discusses prediction and risk rate measures and compares results for several susceptibility prediction methods. We draw the conclusion in the last section.
II. PREDICTION METHODS FOR GENOTYPE SUSCEPTIBILITY

In this section we first describe the input and the output of prediction algorithms and how to predict genotype susceptibility. We describe several universal prediction methods.

Specifications of prediction algorithms. Data sets have $n$ genotypes and each has $m$ SNPs. The input for a prediction algorithm includes:

(G1) Training genotype set $g_i = (g_{i,j}), i = 0, \ldots, n - 1, j = 1, \ldots, m. g_{i,j} \in \{0, 1, 2\}$

(G2) Disease status $s(g_i) \in \{-1, 1\}$, indicating if $g_i, i = 0, \ldots, n - 1$, is in case (1) or in control (-1), and

(G3) Testing genotype $g_n$ without any disease status.

The input data can also be phased, then each genotype is represented by a pair of haplotypes. We refer to the parts (G1-G2) of the input as training set and to the part (G3) as the test case. The output of prediction algorithms is the disease status of the genotype $g_n$, i.e., $s(g_n)$.

Below we describe several universal prediction methods. These methods are adaptations of general computer-intelligence-classifying techniques.

Closest Genotype Neighbor (CN). For the test genotype $g_t$ find the closest (with respect to Hamming distance) genotype $g_i$ in the training set, and set the status $s(g_t)$ equal to $s(g_i)$.

Support Vector Machine Algorithm (SVM). Support Vector Machine (SVM) is a generation learning system based on recent advances in statistical learning theory. SVMs deliver state-of-the-art performance in real-world applications and have been used in case/control studies [14], [19]. We use SVM-light [5] with the radial basis function with $\gamma = 0.5$.

Random Forest (RF). A random forest is a collection of CART-like trees following specific rules for tree growing, tree combination, self-testing, and post-processing. We use Leo Breiman and Adele Cutler’s original implementation of RF version 5.1 [3]. This version of RF handles unbalanced data to predict accurately. RF tries to perform regression on the specified variables to produce the suitable model. RF uses bootstrapping to produce random trees and it has its own cross-validation technique to validate the model for prediction/classification.

CDPG: Tomita [17] introduced the Criterion of Detecting Personal Group (CDPG) for extracting risk factor candidates (RFCs). RFCs are extracted using binomial test and random permutation tests. CDPG performs exhaustive combination analysis using case/control data and assumes the appearance of case and control subjects belonging to a certain rule as a series of Bernoulli trials, where two possible outcomes are case and control subjects with some probabilities.

We now describe two ad hoc prediction methods (i.e., classifying techniques taking in account the nature of the classification problem). The first method is 2-SNP method [13] and the second method is a variation of the LP-based method [15].

Most Reliable 2 SNP Prediction [13] (MR). This method chooses a pair of adjacent SNPs (site of $s_i$ and $s_{i+1}$) to predict the disease status of the test genotype $g_t$ by voting among genotypes from training set which have the same SNP values as $g_t$ at the chosen sites $s_i$ and $s_{i+1}$. They chose the 2 adjacent SNPs with the highest prediction rate in the training set.

LP-based Prediction Algorithm (LP). This method is based on the following genotype graph $X = \{H, G\}$, where the vertices $H$ are distinct haplotypes and the edges $G$ are
genotypes each connecting its two haplotypes (vertices) (see Figure 1(a)).

When applying graph heuristics to $X$, we found that it is necessary to increase the density of $X$. This can be achieved by dropping certain SNPs (or, equivalently, keeping only certain tag SNPs). Indeed, dropping a SNP may result in collapsing of certain vertices in $X$, i.e., different vertices become identical. Collapsing vertices may also result in collapsing certain edges (genotypes). Discarding a SNP is not allowed if it results in collapsing edges from case and control populations, but collapsing of edges from the same population is allowed (see Figure 1(b)).

A simple greedy strategy consists of traversing all the SNPs and dropping a SNP if it is allowed. The resulted set of SNPs is a minimal subset of SNPs which do not collapse genotypes from opposite disease status. Unfortunately, in the original graph $X$ we may already have collapsed edges from opposite populations - in fact, Daly et al data contain such pair of genotypes. Only such original collapsing is allowed – the status of such edges is assumed to be the one of majority of genotypes. Our experiments show that on average, we are left with 21 tag SNP’s out of 103 for Daly et al data and 29 tag SNP’s out of 108 for Ueda et al data (see description of the next section). The selected set tag SNPs are better candidates for being disease associated, in fact only such tag SNPs were used in the prediction methods with the highest accuracy.

After collapsing the graph $X$ we add the edge corresponding to the test-case genotype $g_n$. If the edge $g_n$ collapses with another edge $g_i$, then we set the predicted disease status $s(g_n) = s(g_i)$. Otherwise, we apply one of the following two methods for computing the disease status $s(g_n)$. The LP-based method assumes that certain haplotypes are susceptible to the disease while others are resistant to the disease. The genotype susceptibility is then assumed to be a sum of susceptibilities of its two haplotypes.

We want to assign a positive weight to susceptible haplotypes and a negative weight to resistant haplotypes such that for any control genotype the sum of weights of its haplotypes is negative and for any case genotype it is positive (see Figure 1(c)). We would also like to maximize the confidence of our weight assignment which can be measured by the absolute values of the genotype weights. In other words, we would like to maximize the sum of absolute values of weights over all genotypes.

Formally, for each vertex $h_i$ (corresponding to haplotype) of the graph $X$ we wish to assign the weight $p_i, -1 \leq p_i \leq 1 \leq 1$ such that for any genotype-edge $e_{ij} = (h_i, h_j), s(e_{ij})(p_i + p_j) \geq 0$ where $s(e_{ij}) \in \{-1, 1\}$ is the disease status of genotype represented by edge $e_{ij}$.

The total sum of absolute values of genotype weights is maximized

$$\sum_{e_{ij}=(h_i,h_j)} s(e_{ij})(p_i + p_j)$$

The above formulation with the objective (1) is the linear program which can be efficiently solved by a standard linear program solver such as GNU Linear Programming Kit (GLPK) [10].

For the left-out testing genotype $g_n$, we compute the sum of weights of its haplotypes. If the sum is strictly positive, the genotype is attributed to the case, if the sum is strictly negative, it is attributed to the control (see Figure 1(d)), otherwise $s(g_n)$ is assigned according to 2-SNP prediction algorithm [13].

### III. Quality of Susceptibility Prediction Methods

In this section we describe the two real case/control population samples and the results of leave-one-out and leave-many-out cross-validation tests estimating susceptibility prediction methods on these sets.

**Data Sets.** The data set Daly et al [8] is derived from the 616 kilobase region of human Chromosome 5q31 that may contain a genetic variant responsible for Crohn’s disease by genotyping 103 SNPs for 129 trios. All offspring belong to the case population, while almost all parents belong to the control population. In entire data, there are 144 case and 243 control individuals. The missing genotype data and haplotypes have been inferred using 2SNP phasing method [4]. The highest risk rate for single SNP is 2.7.

The data set of Ueda et al [18] are sequenced from 330kb of human DNA containing gene CD28, CTLA4 and ICOS which are proved related to autoimmune disorder. A total of 108 SNPs were genotyped in 384 cases of autoimmune disorder and 652 controls. Similarly, the missing genotype data and haplotypes have been inferred. The highest risk rate for single SNP is 1.9.

**Cross-validation Tests.** In the leave-one-out cross-validation, the disease status of each genotype in the data set is predicted while the rest of the data is regarded as the training set. In the leave-many-out cross-validation, $n$ individuals are uniformly at random picked up from the data set, marked and put back, where $n$ is the size of the data set. This way, approximately $2/3$ of the individuals are picked at least once and marked while the rest will not be marked. The training set consists of marked data and the testing set consists of unmarked data.

**Quality Measures.** In cross-validation tests, the predicted and the actual disease statuses are compared and the standard confusion matrix is filled (see Table I). Predicted cases and predicted controls are noted by pCS and pCO respectively. We report sensitivity, specificity, and accuracy of the prediction methods. We also report the the risk rate of the corresponding integrated risk factor associated with each prediction method. It is computed as the the ratio of the probability of developing

<table>
<thead>
<tr>
<th>True Data (Golden Standard)</th>
<th>Case</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>pCS True Positive TP</td>
<td>False Positive FP</td>
<td></td>
</tr>
<tr>
<td>pCO False Negative FN</td>
<td>True Negative TN</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Positive Prediction Rate</th>
<th>Negative Prediction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>pCS</td>
<td>PPR = TP/(TP+FP)</td>
<td>NPR = TN/(TN+FN)</td>
</tr>
<tr>
<td>pCO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP/(TP+FN)</td>
<td>TN/(FP+TN)</td>
<td>(TP+TN)/(TP+FP+FN+TN)</td>
</tr>
</tbody>
</table>
disease among those predicted susceptible to the probability of developing disease among those predicted non-susceptible [7]:

\[
\text{Risk Rate} = \frac{TP}{TP + FP} / \frac{FN}{TN + FN}
\]

We report the 95% confidence intervals (CI) for accuracy and risk rate, for leave-one-out test 95% CI is computed using bootstrapping. We also compute significance level, p-value, for the accuracy of prediction algorithms computed using 5000 randomized instances. On the randomized instances, the average prediction rate for SVM and RF has been 60% and for all other methods except has been 50%.

Results and Discussion. Table II compares 6 different prediction methods for both data sets. Column C denotes performed cross-validation test, LOO stays for leave-one-out test and LMO stays for leave-many-out test. For leave-one-out test, the best accuracy is achieved by LP – 69.5% on Daly et al. [8] data and by MR – 63.9% on Ueda et al. [12] data. For leave-many-out test, the accuracy only slightly degrades showing resiliency to the size of the data. The risk rates for the integrated risk factor associated with prediction methods are comparable with risk rates for individual SNPs – for the first data set, 2.23 (LP method) vs 2.7 and for the second data set, 1.73 (RF method) and 1.64 (MR method) vs 3.2. The good performance of SVM and certain other universal methods indicate that they can possibly be adjusted to improve specific ad hoc methods for prediction of susceptibility to complex diseases.

IV. Conclusion

In this paper, we discuss motivation behind the genotype susceptibility studies. The developed ad hoc susceptibility prediction method based on linear programming is shown to have high prediction rates and high relevant risk rate for associated integrated risk factors for two completely different case/control studies for Crohn’s disease [8] and autoimmune disorders [12]. The extensive computational results show great potential of the proposed prediction methods. In our future work we are going to continue validation of the proposed method.

REFERENCES